
packed along the b axis. Attempts to synthesize
polar simple brick frameworks with related
banana-shaped 1,3-benzene- and 2,4-dimethyl-
1,5-benzenedisulfonates have failed. This most
likely reflects excessive void space created by
the absence of methyl substituents in key posi-
tions, including those projecting along the b
axis (28).

A preliminary measurement of the SHG
activity of these materials, using the Kurtz-
Perry powder method (29), reveals that, as
one would expect, the response scales ac-
cording to the b values of the included
guests. The highest SHG activity measured,
in G2TMBDSz(N,N-dimethyl-4-nitroani-
line), is 10 times that measured for potas-
sium dihydrogen phosphate (KDP), an ac-
cepted SHG standard. G2MDSz(mesitylene)
and G2TMBDSz(mesitylene), which con-
tain a centric guest with no nonlinear opti-
cal activity, do not exhibit any measurable
SHG response. Therefore, the polar host
framework does not contribute significant-
ly to the SHG activity, and the SHG activ-
ity is primarily associated with the polar
guest arrays. This illustrates the fact that
inclusion compounds can permit crystal ar-
chitecture, provided by the host framework,
to be separated from function introduced by
the included guests, in this case SHG. The
ionic GS host frameworks also bestow ther-
mal stability (the inclusion compounds are
stable to at least 180°C) on otherwise low-
melting guests, an important consideration
for nonlinear optics applications.

These results demonstrate that crystal engi-
neering, using a protocol based on simple geo-
metric principles, can include the prediction and
control of lattice metrics and nominal space
group symemtry. The ability to predict crystal
structure with this level of detail is a rather
unusual achievement in organic solid-state
chemistry (30). Furthermore, this design pro-
duces a polar host framework from entirely
achiral components, resulting in polar align-
ment of guest molecules that do not crystallize
in polar space groups in their pure forms or that
exist as liquids at room temperature. We antic-
ipate that related frameworks constructed with
pillars having significant hyperpolarizabilities
also can produce materials with SHG activity.
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Seismic Detection of Rigid
Zones at the Top of the Core

Sebastian Rost* and Justin Revenaugh

Data from earthquakes in the Tonga-Fiji region recorded at a seismic array in
northern Australia show evidence for rigid zones at the top of the outer core.
The ScP waveforms can be modeled by thin (0.12 to 0.18 kilometer) zones of
molten iron mixed with solid material with a small, but positive, S-wave velocity
(0.6 to 0.8 kilometer per second) that enables the propagation of S-waves in
the outermost core. The zones may be topographic highs of the core-mantle
boundary filled by light core sediments and might be important for variation
of Earth’s nutation and for convection of the outer core.

The core-mantle boundary (CMB) region,
where the molten iron outer core meets the
solid silicate mantle, represents the largest
compositional and rheological contrast in
Earth’s interior. Strong lateral variations of
S- and P-wave velocity exist in the lower-
most 200 to 300 kilometers of the mantle
above the CMB (1–4 ), a region capped in

many places by a sharp discontinuity (5, 6 ).
In the lowermost few tens of kilometers of
the mantle, ultralow-velocity zones
(ULVZ) have been detected (7–9) and in-
terpreted as evidence for partial melt or
chemical contamination of the lowermost
mantle by the outer core (10–12). Both
explanations have significant implications
for core and mantle dynamics (13–16 ).
ULVZ are discussed as source regions of
mantle plumes and may control the fre-
quency of Earth’s magnetic field reversals
(17, 18). Recently, models of the CMB with
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a thin metallic rigid layer at the top of the
core have been shown to fit some anoma-
lous diffracted SKS waves and the nutation
of Earth’s rotation (12, 19). If shown to be
necessary, these zones would extend CMB
heterogeneity into the core.

We studied ScP phases (a shear wave
that is converted to a compressional wave
upon reflection from the CMB) to resolve
the fine-scale structure of the CMB (20–
22). We used earthquakes from the Tonga-
Fiji subduction zone recorded at the small-
aperture, short-period Warramunga array
(WRA) in the Northern Territories of Aus-
tralia (Fig. 1). The data set consists of 83
events with depths $ 300 km, distances of
D 5 40° to 44°, and body wave magnitudes
of mb 5 4.3 to 6.0. Array data allowed us to
calculate receiver stacks (23) and model
waveforms of individual events, increasing
the spatial resolution of elasticity and den-
sity variations.

Most of the events studied show either the
simple ScP waveforms predicted by global-
average spherical Earth models (e.g., IASP91)
or evidence for ULVZ structure above the
CMB, but seven events from three different
regions (Fig. 2A) showed complex waveforms
(Fig. 2B) characterized by a second large arrival
after ScP that cannot be modeled with IASP91
or an ULVZ structure. The ULVZ can produce
large coda phases (24), but not with amplitudes
as large as or larger than ScP as observed here.
Waveform modeling with the Gaussian-Beam
method (GBM) (25, 26) was used to calculate
synthetic seismograms for IASP91 with an
ULVZ and/or core rigidity zone (CRZ) at the
CMB. We used an explosion line source and
convolved the calculated seismograms with the
array summed P-wavelet of the event. Model-
ing of the unusual waveforms (Fig. 2B) includ-
ed a thin ULVZ of several kilometers thickness,
velocity reductions of 0 to 15% and 0 to 30%
for P- and S-waves, respectively, and density
increases of 0 to 50%, but could not explain the
primary characteristics of the data, especially
the large second onset. Modeling of the CRZ
included thicknesses of up to 2 km, S-wave
velocities of up to 5.5 km/s, and density reduc-
tions of up to 40%. The synthetic waveforms
replicate all major features of the data (Fig. 2B).
The largest of the additional phases that con-
tribute to the complex ScP waveforms is the
conversion of the CRZ S-wave into a P-wave at
the CMB upon exiting the core (Sc*spP) (Fig.
3). Models that fit the data best have CRZ
thicknesses of ;150 m, S-wave velocities of
0.6 to 0.8 km/s, and a density reduction of 10 to
40% relative to the outermost core in IASP91
and PREM (27, 28). Because the dominant
phases travel as S-waves through the CRZ, a
change of the P-wave velocity has little effect.
A trade-off exists between CRZ thickness and
S-wave velocity, because the model parameters
(thickness, vs, r) outnumber the constraints

(Sc*spP-to-ScP amplitude ratio and time sepa-
ration), but thicknesses greater than 1.2 km
cannot fit the data with plausible density struc-
tures. The waveform fit of these thicker models
is generally worse. The modeled CRZs are very
thin. We are able to resolve them because the
slow S-wave velocities in the CRZ result in
travel time differences large enough to separate
ScP and Sc*spP (Fig. 4). High CRZ S-wave
velocities produce high Sc*spP-to-ScP ampli-
tude ratios, whereas decreased density relative
to normal core material reduces postcursor am-
plitudes. The main waveform characteristics of
the data are explained by CRZs that would also
affect PcS but not PcP. The addition of ULVZs
alters the waveforms by appending pre- and
postcursors that improve the fit slightly at the
beginning or the end of the wavelet [supple-
mental fig. 1 (29)].

We modeled one-dimensional (1D) veloc-
ity structures only. Our results indicate that
the lower mantle in this region contains three-
dimensional (3D) velocity structure, and 1D
modeling is an oversimplification, but one we
believe is justified given the excellent wave-
form matches obtained and the lack of high-
frequency 3D modeling codes.

We controlled the slowness and backazi-
muth of ScP with an fk-analysis (30). All phas-
es arrive, within the resolution of the array,
along the theoretical backazimuth and with the
correct slowness. Because of the short time
gaps between ScP and its postcursors, a scat-
tered-wave origin cannot be ruled out. Howev-
er, the different events show similar waveforms
and travel time differences between the ScP and
Sc*spP wavelets. A scattering origin would
require similar small-scale structure at the dif-
ferent conversion points, which is unlikely. An-
other possibility is that multipathing within the
slab produces complicated ScP waveforms.
With the subducting slab configuration in
Tonga-Fiji, ScP leaves the slab quickly. The
P-phase travels further within the slab and is
more likely to have a complicated waveform.
The similarity of P-waveforms for events
whose locations and foci vary by ;150 km
argues against pervasive slab multipathing.

A major tool used to probe the CMB is
diffracted SKS waves [SPdKS; e.g., (31)].
Anomalous SPdKS can be explained by
ULVZ or CRZ (19, 32). ULVZ structure
alone cannot explain our data (Fig. 4). CRZ
structure in agreement with SPdKS data show

130˚ 140˚ 150˚ 160˚ 170˚ 180˚ 190˚

40˚

30˚

20˚

10˚
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1000 km

[19.9118S 134.4061E]
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Fig. 1. Source receiver
combination used for this
study. Earthquakes are
marked by small gray cir-
cles and are located in the
southern Tonga-Fiji re-
gion. They are recorded at
the short-period, small-
aperture Warramunga ar-
ray ( WRA) in the North-
ern Territories of Austra-
lia (triangle). The array
consists of 20 vertical-
component, short-period
(1 Hz) stations with an
interstation spacing of
;2.5 km (see inset). The
ellipse marks the approx-
imate conversion zone of
the ScP waves at the
CMB. Thin lines are sug-
gested plate boundaries
(41).

Table 1. Events showing CRZ structure. Lat., latitude; Lon., longitude; Q, backazimuth.

Event
no.

Origin Lat. (°) Lon. (°)
Depth
(km)

mb D (°) Q (°)

1 06 January 1980 22 :10 223.80 2179.81 506 5.0 42.58 103.78
2 20 May 1980 04:24 223.78 2179.80 539 5.2 42.59 103.75
3 20 November 1979 19:28 223.82 2179.76 518 5.0 42.63 103.81
4 21 February 1982 14 :18 223.87 2179.73 515 5.0 42.65 103.89
5 18 July 1984 06:01 223.89 2179.60 534 4.9 42.77 103.93
6* 03 July 1979 02:50 223.92 2179.49 456 5.0 42.87 103.98
7* 21 February 1985 06:56 223.91 2179.78 531 5.1 42.60 103.94
8† 24 November 1979 06 :10 224.68 178.67 589 5.1 41.15 104.97
9† 10 September 1979 07:38 225.70 179.82 472 5.2 42.15 106.56

10† 11 September 1980 10:30 225.69 179.50 492 4.9 41.86 106.53

*Events show complex waveforms that can be modeled as CRZ or extreme ULVZ. †Events are located in different
regions.
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maximum velocities of 8 and 3 km/s for P-
and S-waves, respectively, densities of about
9.6 g/cm3, and thicknesses of 1 to 2 km (12,
19, 32). These maximum models cannot ex-
plain the anomalous waveforms in our data
set: the predicted differential travel times and
postcursor amplitudes are too large, although
the S-wave velocity found here is in the range
given by (19).

The CRZs documented in this study cover
a small area of the CMB with simple ScP
waveforms consistent with IASP91 close by,
indicating changes of CMB structure over
lateral scales of a few tens of kilometers.
However, the CRZ thicknesses are close to
the detection threshold of our data. CRZs
thinner than ;0.1 km may not be detected in
the ScP waveforms. Different models for fi-
nite rigidity at the top of Earth’s core have

been discussed. High-pressure experiments
document reaction of (Fe,Mg) SiO3 perov-
skite with liquid iron from the outer core at
CMB conditions, forming FeO and FeSi al-
loys (10, 33, 34). However, it appears unlike-
ly that this process can produce a layer thick-
er than a few meters (35), and we will not
discuss it further.

A second group of models propose sedi-
ments at the top of the core to explain seismic
and geodetic observations (19, 36). The core is
composed of Fe and Ni and one or more lighter
alloying components (37). The lighter compo-
nents in the core may be saturated due to ex-
change with the mantle (19). Cooling and so-
lidification of the inner core disturbs the equi-
librium by enriching the light component in the
outer core. Chemical equilibrium is main-
tained by precipitation of lighter compo-

nent– bearing solid phases, forming a
mushy layer of a solid matrix interspersed
with liquid Fe (19) in topographic highs of
the CMB that offer protection from the fast
convection currents of the outer core. The
root-mean-square amplitude of the global
CMB topography is ;350 m (38, 39), sim-
ilar to the CRZ thicknesses we infer. Pure
FeO and FeSi, two components possibly
forming the CRZ (19), are ;50% less
dense than core material, requiring a mix-
ture of solid Fe alloys and liquid Fe in the
CRZ to fit our data. Liquid Fe, however,
should drain out of the layer due to its
higher density. A mixture could be pro-
duced by vigorous convective mixing of the
uppermost outer core or be a transient state
due to sediment compaction.

Several ScP waveforms indicate the ex-
istence of ULVZs in addition to CRZs [sup-
plemental fig. 1 (29)]. Some ULVZ models
propose partial melting as the source of the
velocity reductions (11). A partially molten

Fig. 3. Paths of some of the energetic phases
generated by CRZ (a CRZ only produces post-
cursors to ScP). The reflection at the bottom of
the CRZ is denoted by c*. The highest ampli-
tude secondary arrival is the S3P conversion of
the ascending branch (Sc*spP). Higher-order
reverberations occur but are smaller in ampli-
tude and more strongly damped by high atten-
uation within the CRZ.
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Fig. 4. Synthetic seismograms and data for dif-
ferent CRZ models. The bottom traces show the
ScP- and P-wavelets for event 1 ( Table 1). Trace
3 shows the predicted ScP wavelet for an IASP91
CMB (27), i.e., a first-order discontinuity. A syn-
thetic seismogram for a 10-km-thick ULVZ with
–10% Vp and –30% Vs change and 10% density
increase is shown in trace 4. The wavelet shows
pre- and postcursors not visible in trace 3. Traces
5 through 7 show CRZ models with different
thicknesses: 1, 0.5, and 0.2 km, respectively. Vs
for all these models is 0.7 km/s. The top trace 8
shows a synthetic for a 0.14-km-thick CRZ with
Vs 5 0.7 km/s and a 10% density decrease rela-
tive to the core material, which best fits the data.

Fig. 2. (A) Detailed event location map. The
ellipse outlines the central region where CRZ
waveforms are observed (except for 13). Event
hypocenters vary by ;150 km laterally and in
depth. Events marked by an asterisk show
complicated P-waveforms and are not mod-
eled, because the comparison with the mod-
eled waveform is ambiguous. (B) Data showing
ScP requiring CRZ structure (events 1 through
7). Shown are hand-aligned and linearly
summed traces of the array. To reduce noise,
the traces are filtered with a second-order
Butterworth bandpass filter with cut-off fre-
quencies of 0.5 and 1.6 Hz. The CRZ structure
in this region of the CMB produces additional
large postcursors to ScP, as marked by the
arrows in the blue data traces. The underlying
red trace shows the synthetic waveform best
fitting the data. The P-wavelet (green trace) is
shown for comparison. Event numbering refers
to (A). Events 8 through 16 have simple ScP
waveforms, presumably converted at a simple
CMB. These events lie mostly to the west of
the CRZ region. Note the similarity of the P-
and ScP-wavelet for most events.
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layer in contact with the molten iron of the
core would enhance the chemical reactions
(40), releasing additional Si and O and
explaining a possible affinity of CRZs with
ULVZs.
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Detection of Molecular
Hydrogen in the

Atmosphere of Mars
Vladimir A. Krasnopolsky1* and Paul D. Feldman2

Four hydrogen (H2) lines have been detected in a spectrum of Mars observed
with the Far Ultraviolet Spectroscopic Explorer. Three of those lines are excited
by the solar Lyman b photons. The line intensities correspond to a column H2

abundance of 1.17 (60.13) 3 1013 per square centimeter above 140 kilometers
on Mars. A photochemical model for the upper atmosphere that simulates the
observed H2 abundance results in an H2 mixing ratio of 15 6 5 parts per million
in the lower atmosphere. The H2 and HD mixing ratios agree with photochem-
ical fractionation of D (deuterium) between H2O and H2. Analysis of D frac-
tionation among a few reservoirs of ice, water vapor, and molecular hydrogen
on Mars implies that a global ocean more than 30 meters deep was lost since
the end of hydrodynamic escape. Only 4% of the initially accreted water
remained on the planet at the end of hydrodynamic escape, and initially Mars
could have had even more water (as a proportion of mass) than Earth.

Mars’ atmosphere has a total pressure of 6
mbar and consists of CO2 (95.5%), N2

(2.7%), H2O [variable amounts, ;150 parts
per million (ppm)], products of their photo-
chemistry, and noble gases. Among the pho-
tochemical products, CO (0.07%), O, O2

(0.13%), O3, H, and NO have been detected
(1, 2). Photochemical models of the martian
atmosphere (3, 4) predict a comparatively
high (;40 ppm) mixing ratio of H2.

Despite the low abundance of water vapor
in the atmosphere, its dissociation and the sub-
sequent chemistry of the photolysis products
play a crucial role in preventing the accumula-
tion of CO and O2 and therefore supporting the
stability of CO2. Molecular hydrogen forms in
Mars’ middle atmosphere at 20 to 50 km by the
reaction between H and HO2. H2 is delivered to
the upper atmosphere as a result of atmospheric
mixing and diffusion. Decomposition of H2 to
atomic hydrogen by ionospheric processes de-
termines the extent of escape of hydrogen to
space and therefore the extent of loss of water
from Mars. Although the predicted H2 mixing
ratio is comparatively high, molecular hydro-
gen was not detected by spacecraft that visited
Mars (5–7). We observed Mars using the Far
Ultraviolet Spectroscopic Explorer (FUSE) to

detect and measure H2 in Mars’ upper
atmosphere.

FUSE consists of four co-aligned tele-
scopes that cover a range of 904 to 1186 Å
(8). Each telescope has a diffraction grating
and a focal plane assembly with four aper-
tures, and shares two segments at one of two
detectors. This results in eight spectra per
orbit for each aperture. The spectra consist of
16,384 pixels of ;6.5 mÅ each.

We observed Mars on 12 May 2001, when
the heliocentric and geocentric distances of
Mars were 1.512 and 0.58 AU (9), respec-
tively, with angular diameter 5 16.2 arc sec,
phase (Sun-Mars-Earth) angle 5 24°, solar
longitude LS 5 160°, geocentric velocity 5
–10.4 km s21, and solar activity index
F10.7 cm 5 140. Solar longitude is used to
specify seasons on Mars, and LS 5 160°
corresponds to 2 September in the terrestrial
calendar. The exospheric temperature was
T` 5 270 K (10) for the season and solar
activity index during the observation. The
observation was made in six FUSE orbits
with a total exposure of 5 hours.

The instrument resolving power is l/dl 5
24,000 for point sources and 5000 for Mars,
which was observed with the 30 3 30 arc sec
aperture. The spectral line width is 0.2 Å for
this resolving power. Another aperture was
used to control the terrestrial airglow fore-
ground, which was very weak at the FUSE
altitude of 768 km. We summed 96 observed
spectra to obtain composite spectra of Mars
and the foreground (11). These composite
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Supplemental Figure 1. (A) Modeling results for some of the events shown in Fig. 2B. The models are 

modified from IASP91 with structure on the mantle and the core side of the CMB. The CRZ models are 

described by thickness (H), shear wave velocity (VS), and density (R) relative to core values in IASP91. 

ULVZ models are described by thickness (D), P- and S-wave velocity reductions (P and S), and density 

increase (R). The first example shows the influence of an additional ULVZ with a thickness of 7 km and P-

wave, S-wave, and density changes of -5%, -20%, and 0%, respectively, relative to the lower mantle in 

IASP91. The ULVZ introduces postcursors to the coda which improve the fit (arrow). The main features 

of the CRZ wavelet are not altered. (B) Paths of some of the additional energetic phases generated by 

ULVZ, including both precursors (SdP, SPcP) and a postcursor (ScsP).  
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